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Presenter
Presentation Notes
Good morning. Thank you to the organizing committee for inviting me to give a presentation today. Having previously worked at SNS and Fermilab, I’m delighted to be speaking in front of some of my former colleagues and teachers, who I hope I won’t embarrass today. During the week, I have been eager to learn about accelerator reliability from all of you. I asked myself what I could teach anyone here present. “Special Considerations for Medical Accelerators” is a topic I can discuss. 
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Why does reliability matter? 
The Human Element 
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Why does reliability matter? 
The Data Element 

Presenter
Presentation Notes
Due to cooperation with UPENN customer, we are able to see the impact of the machine downtime. On the Y axis is the percentage of patient treatments cancelled compared to what was scheduled. On the X axis is the contractual uptime, which includes the Varian MLC. We can see from the analysis that we need to be above 98% if we hope to have no impact on the medical side due to the machine. The impact on the therapy really starts to explode when the uptime is below 95%. UPENN schedules approximately 2000 fractions per month. Patient cancellations of 2% equates to a financial loss of approximately $150,000!
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 IBA has built 18 proton centers worldwide (50% of total) 
 2 more under construction 
 10 more under contract 

 IBA has full O&M responsibility for 14 centers with 47 treatment rooms 

IBA’s Service Business Today 
There are more Proton Therapy centers every year.  

Presenter
Presentation Notes
I manage a team of 8 reliability engineers in 5 different locations in 3 countries. IBA has installed 17 machines with another 2 under construction. We are responsible for all the operations and maintenance of the machine in the case of 14 centers – mainly in the USA and Europe. 
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 Proton Therapy Challenges 
 Equipment is spread around the world, but expertise is concentrated. 
 Access to the equipment is limited by clinic operation. Fix it now! 
 Not possible to have every spare part locally. 
 Differences in the equipment configuration.  
 Working with suppliers to fix reliability issues. 

 IBA’s Advantages 
 Large installed base and long data history to draw from.  
 Large R&D and Accelerator Engineering Dept. (300 / 1100 employees) 
 30 years of experience in commercial accelerators 
 Worldwide spare part network 

 

Comparison with Research Facilities 



Protect, Enhance, and Save Lives - 6 - 

IBA’s Proton Therapy Solutions 
ProteusPLUS and ProteusONE 
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Reliability Retrospective 
Rooms in Service Increase – Availability Increases 

Presenter
Presentation Notes
In customer service over the last 5 years, we have a very good story to tell. We added 10 additional rooms to service each year while maintaining constant improvement in our reliability. In 2010, 93% uptime was a typical number, and today it is more like 96%. It didn’t happen by accident. One highlight from 2014 is our new ProteusONE product delivered 99% uptime. Designed for service from the beginning. When a site dips below what we know we can achieve, we take action to restore. For the two lowest dots, it reflects a single failure of the cyclotron in Chicago, which took the site down for nearly 2 weeks. Another case is Dresden, which saw a low level of performance from be beginning, but we took action, and they are at 97% uptime today. If we extrapolate the line forward to 2016 and 2017, our objective becomes clear: 98% uptime as a typical metric. 
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Extended loss of availability in 2014 
Problem and Opportunity 

Problem 
Complex failures cause 
70% of the availability loss.  

Opportunity 
Without these failures, we 
can get another 3% uptime 
improvement.  

4% 

4% of the failures cause 70% of the downtime.  

Presenter
Presentation Notes
This pie represents all the failure incidents recorded in 2014. It shows that “complex failures” that require more than 2 hours to solve, are causing 70% of the contractual downtime. These failures represent only 4% of the total failures are causing 70% of the downtime. 
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Our Continuous Improvement Program 
2+ hour failure triggers RCA process. 

RCA 

Fix it 
faster 

Prevent 
Recurrence 

Spare Parts 

Documentation 

Diagnostics 
and tools 

Training 

Update design 
(Service Pack) 

Maintenance 
plan change 

Manufacturing 
Supply Chain 

Presenter
Presentation Notes
RCA is our continuous improvement process in service for the reliability of the machine. For every complex failure, we ask if it could have been fixed faster and how we can prevent it in the future. Within Service, we wrote 38 documents explaining how to fix problems faster. For the diagnostics and tools, Gregory will explain the SMI concept under development. For the training, Sophie will explain soon how a new training team has been created. For the spare parts, we have executed 17 updates to the spare parts list based on our experience. Our experience with the system has a direct link to feeding the service pack. 28 design updates were requested directly linked to the RCA process. 
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 “Uptime tool” tracks logs failure incidents. 
 Computerized maintenance management system (CMMS) tracks 

repairs and consumption of spare parts. 
 Software logs and the logged monitoring data. 

Sources of data 
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 Getting through the day is critical to the clinic operation.  
 Avoid costly cancellations of treatment 

 Cable breaks in an inconvenient place 
 “Safety” interlock that only protects equipment 
 System limited in certain respects: 

 Gantry rotation 
 Beam energy 
 Beam current 

 

Specific Examples 
Working through a “degraded mode.” 
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Specific Examples 
Improving the maintenance plan 
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 After approximately 4 years of 
operation, holes appear in the 
ionization chamber.  

 Last year, we launched a 2-year 
replacement schedule.  

Specific Examples 
Improving the maintenance plan 
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 Many failures of the RF ion source contact 
 2 failures in 2011, 1 in 2012, 2 in 2013 

 New design was implemented on installed base last year. 
 Change of spring-type RF contact to finger-type 
 Lowering the position of the contact (where the temperature is lower).  
 Improve the diameter of the upper ring part to avoid thermal conduction 

Specific Examples 
Improving the design 
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 X-ray Digital Flat Panel destroyed by its power supply. 
 Symptom:  Flat panel not showing sufficiently good images. Power 

supply found burned. New power supply does not restore.  
 Problem:  Supplier denies the problem.  
 Brainstorming possible root cause: 

 Radiation damage 
 Overheating 
 Power surges 

Specific Examples  
Improving the Supplier Part Reliability 
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 Hazemayer dipole power supply failure. 
 “Optical fiber” fault followed by IGBT arc 

flash on next ramp. 
 MTBF is 2.5 years (12 failure per year) 
 Supplier offers no solutions 
 Failure only happens on 4 of 12 centers. 
 What are the configuration differences? 
 IGBT current rating drastically different. 

Specific Examples 
Configuration differences between multiple centers 
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 Operation of the machine should cost less than it does today.  
 Fewer guys on site, automatic operation, targeted maintenance missions 
 Lower energy costs 

 1/3 of the problem resolution time is in troubleshooting. We need 
improved monitoring to allow: 

 Automatic alerts to trigger corrective maintenance 
 Remote troubleshooting and diagnostics.  

Where are we going in the future? 
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 Consistent temperature critical 
 Need to keep main coil on 24/7. 

o 200,000 kWh per month! 
 Long periods without RF cool down yoke. 
 Several 5-10 minute tuning delays 

 New heater system tested in Paris 
 Keeps the yoke warm without the magnet 

Specific Examples 
Reducing the sensitivity to temperature 
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Home page 
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Do you have experience with 
“learning” troubleshooting 
tools? 



Thank you 
Acknowledgement to Patrick Verbruggen, Philippe Cailliau, Éric Forton, 
Jérémy Brison, Grégory Saive, and Penn Medicine (Edna Volz) 


	A Reliability Retrospective
	Why does reliability matter?
	Why does reliability matter?
	IBA’s Service Business Today
	Comparison with Research Facilities
	IBA’s Proton Therapy Solutions
	Reliability Retrospective
	Extended loss of availability in 2014
	Our Continuous Improvement Program
	Sources of data
	Specific Examples
	Specific Examples
	Specific Examples
	Specific Examples
	Specific Examples 
	Specific Examples
	Where are we going in the future?
	Specific Examples
	Slide Number 19
	Slide Number 20
	Slide Number 21

